Abstract - Since its inception, the stock market, one of the most financially turbulent markets, has captivated the hearts of thousands of investors. Predicting stock indexes or prices has long been a prominent subject of research in the domain of financial information because of the reward and risk. Also, it has a tremendous beauty as everyone wants to benefit from it. Many approaches are used to forecast stock indexes or prices in the stock market, including technical analysis, fundamental analysis, statistical analysis, and so on, but no single method has shown to be a reliable forecasting tool. This research work contributes to the subject of Time Series Analysis, which seeks to forecast stock market indexes using historical data. In this research work, ARIMA model for NEPSE index has been examined. Published data of daily closing stock index was obtained from Nepal Stock Exchange (NEPSE). With 1798 observations, the data set covers the NEPSE index for approximately eight years, from February 02, 2014 to January 13, 2022. Furthermore, based on the findings, the ARIMA model has a high potential for anticipating short-term market swings, which might be beneficial to short-term traders or investors.
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I. INTRODUCTION

The Nepal Stock Exchange, often known as NEPSE, was established in 2006 under the Companies Act and is governed by the Securities Act of 2007 [2]. NEPSE main objective is to provide government and corporate sector with free asset commercialization and liquidity by facilitating transactions on its trading floor through members, financial intermediaries, such as market makers and brokers. NEPSE commenced its trading floor on January 13, 1994 [2].

When people talk about market swings, they're referring to a strong or weak performance, turning bullish or bearish, and also talking about the stock market from the standpoint of indices. A stock market, also referred to as share market, equity market, or financial market, is a gathering place for buyers and sellers to buy and sell stocks they own or want to own. A stock market indices is a quantification that estimates the worth of a part of the stock market based on the pricing of specific stocks. Investors use it to define the market and compare the returns on different investments [1]. In most cases, a weighted average method is utilized to create an index for a certain stock exchange. Because an index is a mathematical concept, it cannot be built directly. Many mutual funds and dedicated financial institutions, strive to track the stock index in order to build specialized investment vehicles such as Index Funds (IF) and Exchange Traded Funds (ETF). Those funds and investment vehicles may not be compared to the overall market. From a macro viewpoint, the stock index can be viewed as a gauge of the whole economy, indicating how well the economy is performing [3].

The subject of stock market index prediction is well-known among stock traders. Stock market indexes are extremely volatile due to a wide range of contributing factors. A accurate prediction of a stock's future index could yield a large reward. It can be accomplished by confirming that time series patterns have significant forecasting capacity for a high probability of lucrative trades and a high likelihood of successful returns in a competitive business environment. Moreover, using enormous amounts of historical market data to reflect different situations and showing that time series patterns have statistically significant predictive potential investors can make their investments fecund and gain confidence for the future trades. Because failing to track stock market movements can result in considerable losses for investors, numerous strategies and approaches for predicting stock prices and trends have been developed and employed since the stock market's founding. These techniques range from basic to technical to quantitative analysis. The focus of this research work is on the technical aspects of index prediction using the ARIMA model. This study outlines the arduous process of constructing ARIMA model for predicting short-term indexes. The results derived from real-world data proved the ARIMA model's potential strength to short-term investors, which might help them make better investment decisions.

The rest of the paper is organized as follows. The related work forecasting time series is presented in Section 2. Section 3 provides a quick summary of the ARIMA model. The methodology adopted is described in section 4, and the experimental findings are discussed in section 5. Finally, section 6 brings the paper to a close.
II. RELATED WORK

Several ARIMA models and approaches developed in recent years to anticipate market indices or stock prices are discussed below. The following literatures explain previous time series analysis research experiments.

Ayodele A. Adebiji et al. (2014) developed a method for forecasting stock price utilizing the ARIMA model in their study. According to their results of short-term prediction, the ARIMA model's final outcome can compete relatively well with new forecasting techniques. Published data was obtained from the NYSE [8].

Using the Box-Jenkins approach, Mohamed Ashik A and Senthamarai Kannan K (2017) analyzed and forecasted Nifty 50 index for the next few trading days. For their fitted model, the R-Square value had a 94 percent influence, and the Mean Absolute Percentage Error (MAPE) had quite small influence. As a result, the prediction accuracy was better for the Nifty 50. Also, in their study of closing price Nifty 50 revealed a slow falling fluctuation tendency for the following trading days [4].

In Nepalese context, Hom Nath Gaire (2017) reported the results of the empirical investigation, the NEPSE index included all of time series components such as AR, MA, and seasonal component. The best model for forecasting future values of daily NEPSE Index based on previous behavior was determined to be the univariate ARIMA model with seasonality, i.e., SARIMA. The author also used GARCH (EGARCH) to represent the NEPSE Index's volatility. As a result, it was discovered to be suitable for predicting NEPSE Index volatility. The author then stated on the effects of both observed and random factors, which would be repeated every five days (because NEPSE is only open five days a week) and would last until the second week. Hence, he concluded that individual company prices could not follow the same pattern as the NEPSE Index [5].

Addition to Nepalese context, Prakash Chandra Prasad et al. (2018) contributed to the sub field of time series analysis, which seeks to forecast stock market prices using historical data. It showed how the moving average approach could be used to find undiscovered and hidden patterns in the stock market, using SARIMA as an example. Authors suggested a system that entails creating and training a model utilizing historical data from the chosen stock, as well as comparing the model's findings to real-world data to determine model accuracy. The outcome added to the creation of more reliable forecasts for qualitative and quantitative information on stock prices. Hence, the Mean Square Error (MSE) obtained using the SARIMA model was 30.01, whereas the ARIMA model produced an MSE of 205.82 [6].

Mohankumari C et al. (2019) explained a detailed procedure for creating an ARIMA model. Based on historical data forecasting, the ARIMA model generated a prediction in which data was applied by first order difference to eliminate random walk pattern issues. In addition, the experimented results for stock prices on a short-term basis were satisfactory which could help investors make better investing choices. As a result of their analysis, authors concluded that ARIMA model has a strong prospect for short term price prediction. [7].

III. ARIMA MODEL

ARIMA models are a type of time series forecasting model. The two most common methodologies for forecasting time series are exponential smoothing and ARIMA models. Also, they can be considered as complementary methodology to the problem of study. While exponential smoothing methods attempts to explain the data's trend and seasonality, ARIMA models strive to explain the data's autocorrelations. In 1970, Box and Jenkins introduced the ARIMA model. It is also referred as the Box-Jenkins methodology, which consists of a series of steps for identifying, estimating, and diagnosing ARIMA models with time series data. In financial forecasting, the model is one of the most widely used methods. ARIMA models have demonstrated their capacity to deliver accurate short-term projections. In terms of short-term prediction, it consistently beat complicated structural models. In an ARIMA model, a variable's predicted value is a linear mixture of prior values and past errors. This acronym entails the key aspects of the model itself. Briefly, they are Autoregression (AR) a model that makes advantage of a contingent relationship between a single observation and a set of lagged observations. Integrated (I) to make a time series stationary by differencing raw observations (e.g., we can subtract an observation from the previous observation in a time series). Moving Average (MA) it refers to the dependency between an observation and a residual error. Moving average applied to lagged observations is used in this model. Every component achieved are provided as a parameter in this model. ARIMA (p, d, q) is a standard notation in which the parameters are replaced by integer values to immediately indicate the ARIMA model being utilized. The ARIMA model's parameters are (p) it defines the number of lagged observations in the model, also referred as the lag order, (d) it can be understood as number of raw observations differenced, also referred as the degree of differencing, and (q) it is referred as the moving average order or the size of window in moving average [8, 9, 10].

Mathematically,

\[ Y_t = \alpha + \beta_1 Y_{t-1} + \beta_2 Y_{t-2} + \ldots + \beta_p Y_{t-p} + \epsilon_t + \theta_1 \epsilon_{t-1} + \theta_2 \epsilon_{t-2} + \ldots + \theta_q \epsilon_{t-q} \]
Where, \( Y_t \) is the predicted value, \( Y_{t-1} \) is the lag 1 of the series, \( \beta_1 \) is the coefficient of lag 1, \( \alpha \) is the constant or the intercept term, \( \epsilon_t \) is the random error at \( t \), \( \epsilon_{t-1} \) is the lagged error term at \( t-1 \), \( \phi \) is the coefficient of lagged error at \( t-1 \).

IV. METHODOLOGY

In order to achieve the set of objectives of the study an analytical research design has been adopted. The subsections below outline the method used in this study to create the ARIMA model for stock index prediction. The tools, used for implementation are Jupyter Notebook, Python language and their libraries. Fig. 7 below explains the research design in such a way that the collection, analysis and interpretation of the secondary data related to the study may be easier and efficient while drawing conclusions.

4.1 Data Import

Historical daily stock indices were used as data in this study which was obtained from NEPSE’s website. The data in series is made up of four components, namely: date, index, absolute change and percentage change respectively. The daily closing index is used to predict time series data in this study because it estimates the weighted value of all the shares listed on the exchange in a trading day and reflects all of the index’s activities. The data was collected from February 02, 2014 to January 13, 2022.

4.2 Data Visualization

The data was represented in the shape of a line chart to check if it was distributed evenly and shows the same trend as of original.

4.3 Stationarity Test

A stationary time series is one whose values are not affected by time. That is to say, the series’ statistical features such as mean, variance, and autocorrelation remain constant across time. For stationarity test, we opted for Dickey Fuller Test (DFT). The results obtained from stationarity test are shown below in Fig. 1. So, from figure we can conclude that \( p \)-value is greater than 0.05 and the test statistics also exceeds the critical values. As, a result the data is not stationary. So, we must isolate our data series from seasonality and trend before conducting a time series analysis.

<table>
<thead>
<tr>
<th>Results of Dickey Fuller Test:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Statistics</td>
</tr>
<tr>
<td>( p )-value</td>
</tr>
<tr>
<td>No. of lags used</td>
</tr>
<tr>
<td>Number of observations used</td>
</tr>
<tr>
<td>critical value (1%)</td>
</tr>
<tr>
<td>critical value (5%)</td>
</tr>
<tr>
<td>critical value (10%)</td>
</tr>
</tbody>
</table>

Figure 1: Results of Dickey Fuller Test (DFT)

So, in order to achieve the data or series as stationary, we must decompose it as follows:

- Firstly, the log of the series should be taken to reduce the magnitude and growing trend in series.
- Secondly, the rolling average of the series was calculated (average of 12 days were taken).
- Lastly, the mean consumption value at each subsequent point in the series was calculated.

![Figure 2: Isolating time series from trend and seasonality](image)

![Figure 3: Visualizing series after stationarity test](image)

Fig. 2 and 3 above, depicts the result of stationarity test. In Fig. 2, the seasonality and trend were isolated and in Fig. 3, it visualizes the results obtained after rolling mean and standard deviation operations were performed.
4.4 Split Data and Develop model

Fig. 4 below visualizes the data by dividing it into training and testing sets. 90% of the data in series was used for the training set, while the remaining 10% was used for the testing set. Now, the ARIMA model can be developed for further operations.

![Figure 4: Developing a train and test model for ARIMA](image)

4.5 Discover Optimal ARIMA Model

In order to choose the best optimal p, d, q parameters for ARIMA model the Auto ARIMA was utilized instead of Autocorrelation (ACF) and Partial Autocorrelation (PACF) charts. After, identification of the best suitable parameters for ARIMA model, the auto_arima() function provides a fitted ARIMA model values. auto_arima() uses a step-by-step method to find multiple possibilities of p, d, q parameters and chooses the best model that has the least Akaike Information Criteria (AIC). Hence, Fig. 5 below explains the Auto ARIMA model assigned values (0, 1, 1) to (p, d, q).

![Figure 5: Developing parameters for ARIMA model](image)

Further, Fig. 6 demonstrated below, helps to better understand the hyper parameters of ARIMA model. Following model diagnosis is performed to interpret the residual plots in ARIMA model:

![Figure 6: ARIMA model diagnostic](image)

- Top left: The residual errors appear to be uniformly distributed and oscillate around a mean of zero.
- Top right: A normal distribution with a mean of zero is inferred from the density diagram. In the top right plot, the red Kernel Density Estimate (KDE) line closely follows the N (0, 1) line. N (0, 1) is the traditional notation for a normal distribution with mean 0 and standard deviation 1. This shows that the residuals are normally distributed over data.
- Bottom left: All of the dots should be completely aligned with the red line. A skewed distribution would be shown by any large deviations. The ordered distribution of residuals (blue dots) follows the linear trend of samples drawn from a standard normal distribution with N (0, 1) in the QQ-plot on the bottom left. This indicates that the residuals are regularly dispersed once more.
- Bottom right: The Correlogram, often known as the ACF plot, shows that the residual errors are not autocorrelated. Any autocorrelation implies that the residual errors have a pattern that the model doesn't explain. As a result, the model will require more predictors.
After the above procedures, the auto_arima() function suggests the $p$, $d$, and $q$ parameters for building the ARIMA model. In the subsection below, the experimental findings of NEPSE index are discussed.

5.1 Result of ARIMA Model for NEPSE Index

In this instance, ARIMA $(0, 1, 1)$ was selected as the best model for predicting NEPSE Index after series of adjustments. Fig. 8 below demonstrates the results obtained after the values were fitted into the model.

5.2 Forecasted Result of NEPSE Index

The Fig. 9 below explains the forecasting of NEPSE Stock Index on the test dataset with a 95% confidence level. As, there are certain instances of closely related actual and forecasted values, the experimented results of ARIMA model used for prediction was fairly impressive.

5.3 Evaluating Forecast Results of NEPSE Index

In Table 1 below, the accuracy metrics for evaluating forecasts results were reported. Since, other error metrics measures in quantities; it cannot properly be compared between the forecasts of two differently scaled time series. So, the best forecast methodology was considered to be Mean Absolute Percentage Error or MAPE. Hence, the achieved result was $0.0104 \approx 1.04\%$, implying that the model was around 98.96% accurate in forecasting the next fifteen observations.

Table 1: Accuracy Metrics for NEPSE Index

<table>
<thead>
<tr>
<th>Error Metrics</th>
<th>Obtained Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.0116</td>
</tr>
<tr>
<td>MAE</td>
<td>0.0819</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.1076</td>
</tr>
<tr>
<td>MAPE</td>
<td>0.0104</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

According to the aforementioned empirical research, the NEPSE index includes all time series components such as the Autoregressive (AR), Integrated (I), and Moving Average (MA). This paper details the steps involved in developing an ARIMA model for prediction of stock indices. With the results obtained, ARIMA model was discovered to be dependable, efficient, and capable of predicting short-term stock market changes and has been widely used in banking and economics. The identified models could be used by investors, stock analysts, and policymakers to forecast the daily NEPSE index and make policy changes based on it. This report has given clear signal to investors and analysts that the daily NEPSE
index will be affected by its prior values as well as random errors in the past. This indicates that both observed and random influences in the past will have an impact on the NEPSE index's future value. The proposed method from the above study is straightforward and can be used to any time series analysis. The fitted model's MAPE was relatively minimal, as it can be seen from the data above. Hence, it can be concluded that the present study of daily closing NEPSE index shows a gradual increase for the upcoming trading days.
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